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Abstract

Conventional wisdom has it that entry barriers anking (for example, historical branch
banking restrictions in the United States) are wadéid by special interest groups, with small,
local banks playing a central role in lobbying foptection. In particular, it is thought that
unit (single-office) banks in the United Statesdiad branching restrictions because they
wanted (and needed) protection from competitionmfrdarge, multi-office banks.
Historically, however, branch banking restrictiamso had the support of some classes of
borrowers. Borrower support for entry barriers edriacross states, and varied over time
within states. In our theoretical work, we showtteatry barriers affect the terms on which
borrowers access credit, and can sometimes be ibi@hddbr some classes of borrowers.
While it is true that branch banking tends to iase the overall supply of credit to
borrowers, it is also true that in the presencergderfect capital markets, borrowers may
benefit from barriers to entry because such bartigrit the options of the banks in the loan
market. We develop a model that shows how branchestrictions (or more generically,
barriers to varying the inter-regional allocatidrcoedit by banks) create strategic advantages
for borrowers that hold their wealth in the form iofimobile factors of production (e.g.,
land). These advantages tend to be present only vdoerowers’ net worth levels are
sufficiently high. We report empirical evidence poping that observation. Our results show
that the loan customers that our model predictsilshbave benefited the most from the
strategic advantages of unit banking (landowneisigh-wealth states) in fact tended to also
prefer unit banking restrictions. By contrast, barers that our model predicts would not
have benefited as much (landowners in low-wealtttes) preferred branch banking. Our
results indicate that bank clients, not just umiblkers themselves, may have supported unit
banking laws out of informed self interest. We a&ghat these results also have broader
implications for explaining the economic circumst@s under which entry barriers to global
banking are erected or removed in emerging madai@nies today.



l. Introduction

Entry barriers in banking have been an important 6f life historically and currently
in many countries. In emerging market economiesypone of the revolutionary changes
taking hold in some countries is the entry of fgreowned banks on more or less equal
footing with domestically owned institutions. Fexample, Argentina, Chile, Mexico, and
Brazil saw their banking systems transformed iargéely foreign-owned systems by the end
of the 1990s. But as recently as the 1980s, foreignership in these countries was the
exception rather than the rule. In many other dgial countries, particularly in Asia, there
are rigid barriers to foreign entry. Why, in geremmathere so much resistance to competition
from foreign-owned banks? And why is it that thesistance is sometimes overcome, as it
has been recently in many Latin American countries?

One fact that many observers have noticed islitmitis on foreign entry tend to be
relaxed after severe adverse economic shocksexamnple, in Mexico the financial crisis of
1994-1995 clearly set the stage for the liberabzabf foreign entry after 1997. The same
pattern is visible in the history of the relaxatiminentry barriers in the United States. During
the bank distress years of 1920-1939, 15 statagaeltheir branching restrictions, while in
the four decades that followed (1939-1979) only fetates relaxed branching limits. When
bank distress returned in the 1980s, once agairstdfes relaxed their branching rules
(Mengle, 1990; Calomiris, 2000, pp. 63-7; Kroszaed Strahan, 1999).

One explanation of barriers to entry revolves aduhe role of local bankers in
lobbying for entry barriers. That perspective coalso explain the link between economic

distress and the relaxation of entry barrierscdremic distress weakens the political power



of the local banks. This is certainly a plausibiglanation, and in our view, captures an
important part of the political struggle over enbgrriers. But this is not the only possible
explanation, and we will argue that there are measto believe that, by itself, it is an
inadequate explanation.

In this paper we develop an alternative theorktaggproach to explaining entry
barriers, which focuses on the gains certain ctae$dorrowers receive from those barriers
under certain circumstances. We apply our modbbafower preference for entry barriers to
the historical case of historical U.S. bank entayriers — laws limiting branching. We argue
that a perspective that takes account of borrowgneferences is necessary for explaining
aspects of the political choice for limits on briaimg in the United States, and we present
empirical evidence that is consistent with our tké&oal explanations for why borrowers

sometimes supported entry barriers.

Entry Barriers in U.S. History

Branch banking restrictions have been among thgest-lasting financial regulations
in the United States. State laws that had restricie prohibited the establishment of
commercial bank branches date back to the lasunenExcept for the First and Second
Banks of the United States (1791 to 1811, and 181836, respectively), antebellum state
bank charters dictated the location and activitteseach bank at the state level. Before the
Civil War banks chartered in the North were unihksg while many states in the South
permitted branch banking. In the postbellum perlm@nching restrictions continued to be a

matter of state law. The creation of national bamkder the National Banking Act of 1863



did not materially alter that fact. National banksre chartered to operate in individual
states. Although there was no explicit prohibit@iwithin-state branching in the National
Banking Act, the Comptrollers of the Currency, wxersaw national banks, interpreted
some of the Act’s clauses as implicitly prohibititng establishment of branches.

Although the McFadden Act of 1927 allowed natiobahks to establish branches,
they were allowed these branches only if state p@nmitted it, and even in such cases,
branching was restricted to the city limits of wiaéhe main branch was located. The one-
town, one-bank structure that characterized thenecercial banking industry throughout most
of U.S. history has only recently given way to aatvide branch banking. This occurred first
in response to changes in state law and regiornalstate agreements that permitted
branching. These initial changes culminated in éhactment of the Riegle-Neal Interstate
Banking and Branching Efficiency Act (IBBEA) in 129which further promoted cross-state
mergers and acquisitions in the banking industoy (eviews, see Berger, Kashyap, and
Scalise 1995, and Calomiris 2000).

Despite an enormous literature on the economidspatitics of branching limits, a
convincing theoretical explanation for branchingtrietions remains elusive. Regulation can
be welfare enhancing when competitive market forpesduce monopoly or negative
externalities. However, it is hard to justify theistence of branch banking restrictions on
these grounds. Branching restrictions decreasdoté number of banks that can compete
within a local market. Fewer banks with many brasckend to produce greater entry and
competition, especially in sparsely populated ar8aanching restrictions tend to limit the

supply of credit, increase bank failure risk, and promote monopoly power by local banks.



In recognition of the many shortcomings of a wanhking system, many researchers
maintain that vested interests within the industather that the political preferences of
consumers, best explain the existence and durafitmanch banking restrictions. (See, for
example, Economides, Hubbard, and Palia 1996, andziker and Strahan 1999.) The most
obvious interest group identified in this literagus unit bankers, who stood to gain a great
deal from restrictions that prevented the branatfesrger banks headquartered elsewhere
from entering their local markets. This explanatialthough compelling, seems incomplete
by itself for several reasons.

First, there is the unmistakable fact that unitkiag laws were often quite popular.
Limits on branching were a prominent part of Witialennings Bryan’s populist platform.
In at least one case, in lllinois in 1924, the goesof whether to permit branching was put
to a referendum and was defeated (White 1984).rig]eaere was more to the support for
unit banking than the political lobbying of unitridars.

Second, an explanation that focuses on the rekirsg behavior of unit bankers
neglects the fact that competition among unit besmkéthin a city or county can be just as
effective as entry by branching banks in limititg trents of unit banks. With the exception
of the most rural locations, towns, cities, andnt@s typically contained many competing
local banks, and the dissemination of the autoreobyl the 1920s increased the range of
competition among nearby unit banks.

In order to shed light on the importance of urahkers as a rent-seeking group, we

need to know how large (if any) their rents weme.empirical work reported below we



examine the extent of competition within unit bargksystems in more detail, and show that
on average competition was substantial and rents kikely small.

Third, as we will explain in detail in our thedoatl discussion, some bank borrowers
stood to gain strategically from supporting limits branch banking. Unit banking served as
a commitment device to prevent local banks from img¥unds out of the local economy. In
our models, we consider circumstances under whichotvers might have been advantaged
by these limits, despite their costs.

After developing the theoretical model, we turrato empirical study of unit banking
laws. One of the most striking facts about unitkiag is the large and robust premium on
bank earnings that branching restrictions createditit banks. These premiums ranged from
33% to 50%. We argue that, for the most part, thEeeniums are not traceable to greater
monopoly power. The unit banking premium on earsisgrvives the inclusion of a large
array of control variables, which proxy for demamhditions as well as the possible effects
of alternative regulatory environments. We concltitit the earnings premium associated
with unit banking largely reflects the greater sigaced by unit banks.

Our model suggests that some borrowers of unikdarere willing to absorb the costs
associated with the regulatory choice of unit bagKreflected in higher loan rates and lower
deposit rates) because unit banking provided bsnefithose borrowers that more than offset
these costs. According to our model, the benefitdveers receive stems from differences in
loan pricing policies of unit banks that come abfsatn imperfections in capital markets.

The model predicts that, when the net worth of ¢amakers (farm-owners and homeowners)



is sufficiently high, this benefit accrued by bowers more than offsets the disadvantages
from limiting branching.

Our empirical findings, reported in Section llkeaconsistent with the theoretical
prediction of our model. We develop a regressioalyais to test this proposition more
formally, after controlling for other differencesrass states. Furthermore, we generalize the
link between support for unit banking and landowgniborrowers to include homeowners in
cities, as well as rural landowning farmers. Walfthat, to the extent to which farms and
homes were owned by their occupants, the populdagaded to favor unit banking over
branch banking. The fact that we are able to ddeege profit margins for unit bankers
suggests substantial imperfections in local cregitkets (which made borrowers willing to
pay such a hefty price for the gains from unit bagk

We also find that the presence of manufacturitgr@sts is negatively associated with
support for unit banking. Manufacturers (which panity rely upon relatively more mobile
factors of production) should have benefited lessnfthe protection granted to owners of
immobile factors of production. Furthermore, mawtigers had financing needs that were
far larger than what unit banks could provide aéasonable cost, given the limited size of
unit banks and the large minimum efficient scalgmfduction in manufacturing by the late
nineteenth century.

We find further support for the credit-insurancew of unit banking laws in an
examination of debt moratorium legislation. If ub@nking provided a means of limiting the

withdrawal of credit from borrowers, then after totling for other effects, unit banking



should have reduced the need to impose debt mi@aésr a means of preventing the
withdrawal of credit in the 1920s and 1930s. Whel tihat this was the case.

The rest of the paper is organized as follows. oelel of borrower preference for
unit banking is developed in Section Il. The engaitifindings are presented in Section Ill.

Section IV concludes.

Il. Theory

In this section, we develop a model of borroweef@rences for unit or branch
banking. The model depends on imperfect capitaketa to generate a borrower demand for
unit banking under some states of the world (whealth is high). It emphasizes the benefits

for borrowers from the loan pricing strategy thait lbanking produces.

A. Branch Banking, Diversification, and Loan Pricing

In a geographical place (a state), there are tgimms (or counties). Each region has a
continuum of borrowers of mad, wherek denotes the region (either 1 or 2).

In each region, there are two types of borrowers t&ro types of projects: Type A
borrowers can engage only in Type 1 projects, whiye a certain gross retuiR; Type B
borrowers can engage in either Type 1 projectsypeT2 projects, which pay a gross return
of Rs if successful and O if unsuccessful. The probgbdf a successful outcomeps so(1-

p) is the probability of an unsuccessful outcome. a/sume that the size of the projettis
the same for both types. Also, we assume thatritesgeturn of a Type 1 project exceeds the
expected gross return of a Type 2 project, with gh&e return in between. That R; >

(1+r)X > pRs, wherer is the risk-free interest rate. Type A borrowersstitutea percent of



total borrowers in a region and Type B borrowersstitute (1-¢) percent. Borrowers are
aware of their own type, and are risk-neutral.

There is only one lending period in the model, whiee identify as Period 2. (We
discuss what takes place in Period 1 below.) At bleginning of the lending period,
borrowers demand and the bank supplies loan fuodshé projects, given the amount of
collateral owned by the borrowers.

Banks are risk-averse. We model banking behaviamguthe standard portfolio
selection framework. All banks face a choice abdw to invest their funds: either in loans
(which will finance projects) or in riskless ass€government bonds”). After choosing the
proportion of assets that will be invested in Iqamenks choose the interest rate to charge
borrowers. Unit banks can make loans only to boerswn the region in which the bank is
located. Branch banks can make loans to borrowednstih regions. Iféf is the proportion of
bank assets invested in loans in regkofregion 1 or 2), under banking regirbglunit or
branch), (1 6{3) Is the proportion of assets invested in goverrnEmds. Since branch
banks can offer loans in both regions, they fadarger set of portfolio choices than unit

banks do—they choose the proportion of assets tinested in Region 14", the

proportion of assets to be invested in RegiordZ, and the proportion of assets to be
invested in government bonds, @™ - "),
To generate demand for loan diversification undetnbh banking, we assume,

without loss of generality, that the outcomes opd)2 projects are perfectly negatively

correlated across the two regions. Hence, if aessfal outcome takes place in Region 1, an



unsuccessful one takes place in Regién 2.

We assume that the total quantity of funds avagldbt lending in a given region is
not sufficient to fund all borrowers in that regiorhus, ifFx is the total quantity of funds
available in Regiork, Fx < XN«. For clarity and simplicity, we make the assummpttbat
F=F,=F <min[XN,XN,]. Since (F/XN,)<1, there may be credit rationing in
equilibrium if moral hazard limits interest ratecinases to clear the market and if not enough

funds can be imported from the other region (whinty branch banks will be able to do).

Timeline of events

Period 1

In period 1, voters (borrowers) in both regionsag®the type of banking regime that
will service the region (a particular state in theited States). They do so by voting on a law
that either allows or disallows branching. Theisibdor preferring one regime to the other is
their expected profits.

For simplicity, in some of our discussion below agsume that initial collateral levels
are the same across regions. In the appendix we #at this does not qualitatively affect

our results.

Period 2

The level of collateral in each region is exogetmpuysven at the start of the lending

L1t is important to recognize that in a model waitlarge number of regions, independence of outcoathsr



period, as described above. Thus, all borrowenegionk start with the same amount of

collateral,C,, and demand the same loan amotht; G, whereX is the project size. We

assume thaX is the same in both regions.

a)

b)

First, the bank choosﬁ. Assuming it is positive, the bank then choosemtarest

rate,ix, to charge its borrowers. The same rate is chaiged borrowers. The bank

sets this interest rate without knowing:

i) the type of any given borrower, only that the plaolity of encountering a Type A
borrower isa and the probability of encountering a Type B baeois (1-4);

i) the type of shock that will occur during the perioaly that the probability of a
good outcome ip and the probability of a bad outcome isgjl—

Borrowers choose whether to accept the interest adier. Assuming that they do,

Type A will do project 1, while Type B borrowers stuchoose the type of project

they will undertake (either 1 or 2).

At the end of the period, after the shock occus, hiorrowers realize their returns

from their projects—they repay their loans, if pbks and consume the rest, if any.

Solution of the Model

In order to solve the model, we first determine ivakes place in Period 2, the

lending period. Once the expected payoffs are ddriwe can analyze the voting decision

that takes place in Period 1.

than negative correlation, would produce similauits.



Period 2: Lending Period

A. Demand for Loans
The following analysis applies to a particular cegonly. In Period 2, all borrowers
start with collateralCy, and the bank is unable to distinguish betweentie types of

borrowers.

Type A Borrowers

A Type A borrower can only engage in a Type 1 prbjélis expected return from
this investment isR_— (L+i,)(X-C,). The (gross) opportunity cost of his collaterattig
alternative (risk-free) investment with rate ofuret, 1+r. Hence, the total return (net of the

opportunity cost) is:

n:l.,k(ik’Ck) =R -(@+i )(X-C)-(@+r)C, (1)

Since, by assumption, funds are scarce, borronensotl know with certainty whether they
will be offered credit. However, they form expeaias of bank credit offers based on a
rational understanding of a bank’s optimal credincation decision. Let the probability of
being offered funds in regidnunder banking regimie be )IE. Naturally, this probability will
be related toﬁf, and will be determined b, and the choice of banking regime.

After accounting for the probability of being oféer credit, a Type A borrower’s



expected return (before being granted credit) is:

N =4 6.¢ ) m.i,.C) (2)

Type B Borrowers

A Type B borrower can engage in either a Type & diype 2 project. His expected
return from investment in a Type 1 projectig (i,,C,) . His expected return from investment

in a Type 2 project for period 1 is:

Thy (i.C)= p{R, —(@+i)(X- Ck)} -+ r)C, 3)

After accounting for the probability of being oféel credit, a Type B borrower’s expected

return (before being granted credit), if he chodeedo a Type j project is:

N2 =4 @.C )< 7, (i..C) @

We now derive conditions that determine projectiodaand profitability for both
Type A and Type B borrowers.

Assuming he gets credit, a Type A borrower’'s expaceturn isnl'k(ik,Ck). He will

only wish to borrow as long as this return is gesitHence, a Type A borrower will borrow



» max1

(invest) only ifi, <i, ", where?

4 G K > Cy ) =0 )

Equivalently:

1+imax,15(R:_§1+r2ij (6)

“ X-C,

A Type B borrower can engage in either a Type & diype 2 project. His expected return

from investment in a Type 1 project igk(ik,ck); his expected return from investment in a

Type 2 project isn,, (ik,Ck). A Type B borrower will prefer a Type 1 to a Typeroject if,

- switck

for a given collateral Ievelnlyk(ik,Ck) > nzyk(ik,Ck). This will happen as long ds<i,

where?
s R. - pR

1+ Iswnch = c s 7
< T-px-c) ")

switct : max1.

Hence, a Type B borrower will borrow for a Type rbjpct only if i, <min[i, " i, ]; he

» max2

will borrow for a Type 2 project only i <i, <i/™?*, where:

2 Note thatlZLk(ik,Ck) is decreasing iik.

witck . .

% Note thatilf is simply the interest rate that satisfies theofelhg: lq’k(ilfWitCh,Ck) = szvafWitCh,Ck).



Thy (ilznaX’z'Ck): 0 (8)
Equivalently:

[ (1 )

| &‘[_p)(l'”)ck |
1+i,:nax’25L X—C, J )

Case1C, <C):

We show in the appendix that i€ is below the threshold leveC’, then

- switct smax1l _ :max2

i <™ <i™? The threshold leveC  is defined as follows:

Case2C, >C):

We show in the appendix that @, is above the threshold level” instead, then

- switct s max1 o : max2
(=3 M3

The choices of project type as a function of irderates and collateral level are summarized

in Figures 1 and 2.



Figure 1:C < C*
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Figure 2:C > C*
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Type B borrowers
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Type B borrowers
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B. Supply of Loans: Bank behavior and interest cdfers

We model the bank’s risk-averse behavior using ebi(1958) portfolio

diversification approach, which incorporates a -fige alternative to the efficient set of



feasible investment portfolidsSince the bank’s problem depends on the bankigignesin

which it is operating (either unit or branchingk discuss each solution separately.

Unit banks
Unit banks have several risk-return combinationailaile that span their portfolio

choice set. These combinations depend on the ¢é\eallateral. We list them below.

Table 1: Risk-Return Alternatives Under Unit Bartkin

* - switch smaxl _ :max2 * - switch smaxl _ : max2
Interest C, <C (i," <i®"<i™ C.2C (i," =i =i
rate - -
Risk Expected Return Risk Expected Return
1.ron None 0 = (1+ I‘) None 0 = (1+ I‘)
bonds
o kswitcr on | None. Al Do = (1 +i Ewitch) No borrower pikSW"Ch =N.A.
k
loans borrowers participates
do Type 1
- max1 _ ; .
3 Ilinax on | Some. (1 pimam = (0'+ (1_ 0') pX1+ Ilinax,l) None. All do pikmax1 = (1+ Ilinax,l)
k
loans all fraction Type 1
do Type 2
4 ilinaxz Significant. o = p(1+i|:nax,2) None. All do Pipacs = (1+ikmax,2)
k
on loans All do Type Type 1
2
Lemma 1: Minimum fraction of Type A borrowers, a*
For any value  there is ano*> 0, such that foor > a*, 0 e, > ma>{,0iswnch,,0r]
k k

4 Portfolio allocation models in banking have a tahistory in the literature. Some of the well-knopapers
include Pyle (1971, 1972). For a comprehensiveesusee Santomero (1984).




Proof:

See Appendix

Lemma 1 establishes the rangea¥alues that are of interest in our model, in pattr
whenC, < C'. Intuitively, it states that whe@, < C’, if the fraction of Type A borrowers
in the market is high enough, the bank will findnbre profitable to lend at the interest rate
that makes Type A borrowers indifferent as to whetlh undertake the project, even though
it makes Type B borrowers do Type 2 projects. Simte exogenous, we assume it is greater

thana* throughout the rest of the model.

Collateral and credit allocation

Proposition 1: Bank’s Expected Return Order

A. There is a critical collateral levelC® <C", such that forC, < C", the bank’s
expected returns are ordered as follows:

Pz > Pr > O,z

For C, > C"", the bank’s expected returns are ordered as fallow

Pyrwa = Prawin 2 P,

B. Forany C,0, > e

Where ®" is defined as:

®Whena < a* the model yields uninteresting or trivial resukspecially ifa is so low thato, > ,Oikmax,l.



Clow EC* _[ Rc _Xj
1+r

Proof:

See Appendix

Proposition 2: Unit bank’s optimal interest rate offer and optimal allocation of
credit

a. ForC, < C": Investt?lfr‘“(ck <C'°W)< 1on loans at interest rat€'?*; invest the res

on government securities.

b. For C° > C, = C™: Invest ™ (C" >C,2C")=10n loans. Offer some loans

interest rate §"*, and the rest at interest rat€*f*. Since the bank cannot distingui

between Type A and Type B borrowers, it will randemamong applicants whe

s max1

deciding who receives loan offers at interest igt&" or i/

c.ForC, >C": Investé?lfn"(Ck ZC*)=1on loans at interest ratg't".

Proof:

low

a. Proposition 1 indicates that whép < C™, risk-return combinations 2 and 4 (frg

[

at

N

m




Table 1) are strictly dominated by alternative tbifi Table 1). Although alternative |3
offers a higher return for the bank, it is riskiean alternative 1. According to Tobin's
(1958) optimal portfolio allocation model, a riskesise bank will select a portfolio that

invests a fraction of its assets in alternativarid the rest in alternative 3.

b. ForC" > C_ > C"", risk-return combinations 1 and 4 (from Table 18 atrictly
dominated by alternative 2 (from Table 1). Althougjternative 3 offers a higher return

for the bank, it is riskier than alternative 2. Aoding to Tobin’s (1958) optimal portfoli

O

allocation model, a risk-averse bank will seleqicatfolio that invests a fraction of its

assets in alternative 2, and the rest in altera&iv

c. ForC, > C’, none of the alternatives carry any risk. Hence,bthek will select the

max1

highest interest rate compatible with borroweripgration in the market, = .

Corollary 1: Optimal project choice for Type B borrowers:
Given banks’ optimal interest rate offers, a Typbddrower will choose to do a Type|2
project if his collateral is belov€” and the interest rate offer is larger thaft'f" . He will
choose to do a Type 1 project if his collaterabisove C or the interest rate offer is

below """

Proof: Follows from Figures 1 and 2.




Branch bank behavior: interest rate offers and dratlocation across regions
The branch bank must decide how to allocate furetisden the two regions, and how
much to invest in the risk-free alternative. Siackranch bank can invest in either region, it

. switct  : max1

has a total of seven possible interest rate ali@ggafrom which to choose; " , i, , or

- max2 : switct  : max1 : max 2

i, ,inRegion 1i," ,i,7,ori, -, in Region 2; or in government bonds.

Because the branch bank’s risk-return choices dtecthose available to unit banks, it
can replicate the unit bank’s portfolio in eachioag and therefore, its expected profits. In
practice, however, the risk-return choice set i<imlarger for branch banks than for unit
banks. In fact, because of the perfectly negatieelyrelated outcomes across regions, the
choice set will include the zero-risk portfolioeathative.

Both i, andi™" increase withCy, while i"™* decreases witlC«.* Hence, the
level of collateral determines interest rate off@sswell as the allocation of funds. It follows
that equilibrium outcomes will also depend on dellal levels. In particular, conditions on
C" determine the branch bank’s expected return ovddte conditions orC™ determine

credit allocation, as established in the followprgpositions.

1+ | linax,l 1+ | Iinax,Z
¢ Note that >0, sinceR. > (1+r)X; similarly, <0, since pR < (1+r)X . Itis
Xy Xy
1+i|fWitCh

straightforward to note th >0.
ac



Proposition 3: Branch Bank’s Expected Return Order

When collateral leveC is: Expected Return Order is:
1. g < Cl < CIOW pi{naxl > pirznaxl > pr > pilswitch > pizswitch
2, g < CIOW < Cl pi:[naxl > pi;naxl > ,Or

pi:[nax;l > pifwitch > pr > pigwitch

3_ CIOW <C2 <C1 pi:[nax;l > plzmax,l > pifwi[ch > pizwi[ch > pr

Forany C,p, > Pz > Ppas

Proof:

» maxl

The result follows from Proposition 1, and the féuetti,  increases with €.

The following proposition establishes how the brabank will behave assuming the same

degree of risk aversion as that of the unit bank.



Proposition 4: Branch Bank’s optimal interest rate offers and credit allocation

across regions

1. G<C,<C’: Invest 0 < &(C,<C,<C') < 1 in Region 1 and 0 ¢

H;raHCh(CZ <G, < C*) <1 in Region 2 Witl’ﬁfranm(cz <C < c )+ d;ranch (C2 <C, <C*)= 1.

Offer interest rate;i™* on loans in Region 1 and“* on loans in Region 2.

2. C,<C <C;: Invest Hfra”°h(C2<C*sC1) = 1 in Region 1 on loans at interest ra

» max1
1

3. C <C,<C;: Invest Hfra”°h(C*sC2<Cl) = 1 in Region 1 on loans at interest ra

i max1
1

Proof:

See Appendix

Analysis of Voting Period

At the beginning of period 1, voters (borrowers)sindecide on the banking regime

they prefer. Borrowers in Regidprefer to be serviced by the type of regime tinaegthem

the highest expected profitsli(@f,ck)x 7ijk(ik,Ck), wherej indicates the type of project

undertaken, and the banking regime.



In our model thus far, Type A borrowers sometimesnibt earn positive profits
because, by assumption, in many states of the vbamdts are able to extract all profits from

» max1

them through the loan contracts that are offeregl @@, (i..C.)=0 wheni, =i[*"). Type B

borrowers, by contrast, are able to earn positreéitp in more states than Type A borrowers,
because they sometimes find it advantageous t@miteto undertake the riskless project,
when actually undertaking the risky project.

Of course, more realistically, borrowers would eaxpected “control rents” from
undertaking projects whenever they receive fundiMg define that control rent asfor
borrowers receiving loans. Thus, in the contexbof model, a Type A borrower who is

» max1

offered a loan at ratg =i, ~ will accept the loan since he will receigen control rents,

even thoughr, (i,,C,)=0. A Type B borrower who chooses to do a Type Jegtovhen

. » max1

i, =i, , will earn @VKG:‘”‘, Ck)E s > 0, plus the control reigt We adopt this assumption in

order to ensure that borrowers have sufficientestakchoosing between branching and unit
banking.

In our discussion of the voting, we will allow catiéral to be either “high” or “low”
(that is, below or above the critical val@), but we will assume, for simplicity, that
collateral is always belowZ’. Our central conclusion about loan markets anuk entry
barriers — that low levels of collateral will leddrrowers to prefer branch banking over unit
banking, and that at high levels of collateral} fr@ference is reversed — is not dependent on

the assumption th& < C'.7

7 Specifically, for the very high range of collatievalues not specifically considered in the equilim below
(those in excess @), where collateral levels are identical acrossoregy borrowers are indifferent between
choosing unit or branch banking.



For simplicity, and without loss of generality, wal also assume in this section that
the levels of collateral are the same in the tvgiorms.

Finally, we also make the simplifying assumptiogaia without loss of generality,
that banks are very risk-averse. Specifically, wsuae that when forced to undertake risky
lending, banks withdraw from the loan market (i@. is zero). This extreme assumption
simplifies the computation @ﬂﬁ, but is not necessary to generate our qualitagselts.

We now consider the expected profits of Type A dgde B borrowers. We begin
with the case where initial collateral is low. Alsosvn in Table 2, in this “low-collateral”
case, under the above simplifying assumptions, TApeorrowers face two possibilities:

» maxl

receiving credit when the loan interest rate isasétf =i, (and earning control rei), or

not receiving credit, and thus earning no profitppd B borrowers face a similar scenario, but

- max1

with different profits: receiving credit at =i, and earning plusg, or receiving no credit,
and hence, no profit. Both types of borrowers fee same probability of being granted
credit. If branching is chosen, that probabilityF¢ XN, . If unit branching is chosen, the

probability of being granted credit is zero. ThusCase 1, Type A borrowers expect to earn

(F/XN,)e while Type B borrowers expect to egff/ XN, )(s+ &) under branching, and both

types expect to earn zero under unit banking. Gleer this low-collateral case, both types
of borrowers prefer branch banking.

When initial collateral is in the “high” range (al@C"°"), the result is the reverse:
both types of borrowers prefer unit banking. Irstbhase, the probability and payoffs from
being granted credit, if branching is chosen, heestame as in the case of low collateral. But

unit banking delivers higher expected profits tahbtypes of borrowers than it does in the



low-collateral case, and that level of profit isalhigher that the expected profit from
branching in the high-collateral case. The reasomhat under unit banking, the payoffs
conditional on being granted credit are higher, nedprobability of being granted credit are
the same as under branching. The reason profitsiginer is that, in the high-collateral case,

- switck

the interest rate on loans is setigti, , implying a positive amount of rents earned by
borrowers in addition te.?

The intuition for the result that borrowers preggit banking when collateral is high
is as follows: When collateral is high, under uranking, banks will choose to lower interest
rates as a means of solving the moral-hazard prol{@nce low interest rates induce
borrowers to invest in the good projettBranch banking would induce banks, instead, to
keep interest rates higher and rely on diversibeadf risk across regions to limit losses from
moral hazard. Thus, when collateral is high, beexs prefer unit banking. In contrast,
when collateral is low, under unit banking, bankBf mot supply credit, while under branch
banking, diversification will induce banks to cante to supply credit.

In summary, the empirical implications of our mode as follows:
(i) In “poor” states of the world (when collateral lésseare low), branching will be
unambiguously preferred;

(i) In relatively “rich” states of the world, unit baink will be preferred.

8 Note that is true even for Type B borrowers, sifuzd, <i>"'

74 (ik'Ck)Z @,kﬁklck) > @kQILnaXYI’Ck)E S.

9 Technically, as Proposition 2 indicates, the baitk will offer loans ai,™"" andi"™"

andl, ", and randomize

among borrowers as to who gets which interest fidte.proportion of borrowers receiving crediiillevfitcr will

increase with the degree of risk-aversion of thekb@hus, even if the bank is not very risk-avetmerowers

will prefer unit banking as long as some of theeiee credit at interest rai"™ .



Table 2
Collateral Value of| vzJye of /]E Borrowers Expected Returns
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Type A Type B
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[Il. Empirical Analysis
A. Data
We investigate the empirical determinants of &e&achoice of branching restrictions
by looking at the cross-sectional variation of amayof variables across states. We obtained
data on the legal status of branch banking fostalles in 1924 from White (1985). This legal
status was classified into four categories, in @dicey order of restrictiveness: (1) states that
permitted branching in the entire region; (2) Hatieat permitted only limited branching
(typically restricted to a city); (3) states thatl dhot have an explicit legal prohibition of
branching, but that had some judicial or administea prohibition; and (4) states the
prohibited branching by law. Table 3 lists theestaind their branching restriction status.
Our choice of the 1920s as the era on which tadomur empirical work reflects

several considerations. First, as noted earliex, 1#820s saw significant changes in bank



branching regulation in reaction to widespreadIrbemk failures. Thus, there is substantial
cross-sectional variation in the laws governinghbrang. Second, a wide variety of data on
the economic and demographic characteristics o¢stare available for the 1920s. Third,
the widespread diffusion of the automobile had ozl by the 1920s, which should have
enhanced competition among neighboring unit baikss, the 1920s offer greater promise
for limiting the influence of pure rents on obsaehmnk income.

We next obtained information on state characiesgtvhich we take as exogenous to
bank regulatory choices), which could be used tplam the choice of the degree of
restrictiveness with regard to branch banking. Teasure the influence of farm owners, we
included the state’s farm wealth relative to itsrfgpopulation. To measure the influence of
manufacturing interests, we included the total amiai manufacturing capital in the state
relative to its non-farm population. We control father factors that may also influence the
choice of the regulatory regime, such as the stateome per capita, its population and its
growth. The underlying data used to construct tvasebles are for 1920, and were obtained
from the Statistical Abstract of the United Statéise Census of the United Statesd from

Leven (1925). Summary statistics for all of theadables are provided in Table 4.

B. Findings

1. Probits and Ordered Probit Models

The model predicts that the greater the value ofldavnership in the hands of
borrowers, the more borrowers should benefit fromt danking laws. We test these

hypotheses by estimating probit regressions priedithe choice of branching restrictions on



variables that measure cross-state differencelseirstrength of competing borrower interest
groups.

Tables 5 and 6 present the main probit and orderedit results. In the probit
equations (Table 5), the dependent variable taketh® values zero or one, representing the
state’s choice of whether to allow branch bankingat: it is equal to one if the state either
explicitly prohibited branch banking by law or hadadministrative or judicial prohibition,
and zero otherwise. In the ordered probit equatidable 6), the dependent variable is coded
in line with the four categories of legal statusbodnch banking in Table 3; this variable,
therefore, is a ranked order of the legal statusgirg from full permission to legal
prohibition (i.e. from category 1 to category 4iable 3).

As independent variables we include the wealthhefdgricultural sector (measured
as farm wealth divided by the state’s farm popalati the proportion of home ownership
with mortgages (the number of owner occupied hothaes had mortgages divided by the
total number of households in the state), the amotimanufacturing capital (aggregated at
the state level) divided by non-farm populationge tktate’s income per capita, state
population, and the state population growth. Weiaterested in examining the roles of the
agricultural sector (farmers), homeowners, and rfeaturers individually in explaining the
choice of banking legislation, controlling for otteeemand driven factors (income per capita,
population, and population growth). These thredgossccomprise the three interest groups
that may have had an influence in determining tta¢us of the state’s branch banking
regulation. Farmers, for example, tend to have Ipasimobile assets (e.g. land and

buildings). Thus, we expect the likelihood of hayisome sort of branching restriction to



increase with the size of this sector. A similaguanent can be made for homeowners with
mortgages. An increase in this sector may imply thea proportion of borrowers with an
interest in preserving unit banking increases al, \#8 homeowners’ main asset is also
immobile. For manufacturers, however, we expecegative influence in the likelihood that
the state will have branching restrictions. Thidbéxause manufacturers tend to have more
mobile factors of production (e.g. capital) andstliue relative benefit of having unit banking
is lower for them than for the first two sectéts.

As probit regression (a) in Table 5 indicates, fdmen wealth coefficient is positive
and statistically significant, even after contmdjifor income per capita, the state population,
and its growth (which we include to control for ettdemand factors). Probit regression (b)
tests the effect of the homeownership coefficieoptrolling for the same demand factors.
The coefficient is also positive and statisticadignificant. The state’s total amount of
manufacturing capital relative to its non-farm plapion is tested in Probit regression (c). As
expected, this variable exerts a negative (andsstally significant) influence in the
likelihood that the state will have some sort ararhing restriction, giving empirical support
to the hypothesis that manufacturing interests weréavor of branch banking. Probit
regression (d) tests the influence of all threeamsccombined. As the regression indicates,

the influence of all three variables remains mostighanged?

10 As we show later on, unit banking was more expenfsir borrowers (i.e. loan rates were higher). ¢éen
sectors that do not benefit from the insurance uhétbanking provided will tend to prefer brancamking
instead.

11 This result is consistent with hypotheses othessarchers have investigated. In particular, Lamore
(1991), Carosso (1970), and Ramirez (1995), argateduring this period, the scale and scope of the
manufacturing sector increased significantly, dndt so did its capital financing needs. Sincadéseurces of
unit banks were clearly limited relative to theseds, large-scale manufacturers may have preftreed
financial services of branch banks.

12 The farm wealth coefficient declines somewhat,reatains statistically significant that the 10 gerclevel.



The results for the ordered probit regressions abld 6 are weaker than those in
Table 5 but of similar signs. Together, the resfitten Tables 5 and 6 suggest that the key
regulatory divide across the states was betweenittgrg and prohibiting branching, not the
means or extent of prohibition. These results aresistent with those obtained by Calomiris
(2000, Chapter 1), who also noted the tendencyhfgher wealth in rural areas to be
associated with a preference for unit banking atdtate level based on data for 1900 and
1910. Rural per capita wealth (as of 1900) inestatllowing some branching (as of 1910)

averaged 0.8, compared to 1.5 in states that didllwav new branching.

2. Foreclosure Moratorium Legislation Probits

If, as our theoretical discussion and empiricatlenice thus far have suggested, credit
insurance was part of the motivation for supporting banking, then we should also expect
to find that unit banking acted as a substitutediglnt moratorium legislation. Alston (1984)
finds that during this period (the late 1920s amdyel1930s) many states adopted farm
foreclosure moratoria as a way to protect farmere hhad to make mortgage payments while
their incomes were declining. The moratoria esaéinipostponed foreclosures by creditérs.
Since our model predicts that unit banking granf@un owners some insurance against
contractions in loan supply in the face of landueatiecline, we would expect to observe that
states where landowning farmers were able to ssftdsprohibit branching were also less

likely to have adopted farm foreclosure moratofia. test this hypothesis we undertake a

We attribute this slight weakening of this coefiti to the fact that this regression also inclutes
manufacturing sector, which tends to be negatigetyelated with the agricultural sector.

13 As it turned out, state legislatures were respumth a large demand from the debtors, and by 19&hty-
five states had passed farm foreclosure moratolégislation.



probit analysis of moratorium legislation.

In Table 7, the dependent variable is equal to ibrtbe state had enacted farm
foreclosure moratorium legislation by 1934, andzatherwise. As an independent variable,
we include the legal status of branching in théesta variable that is coded in line with the
legal status categories of Table 3 (thus categomorhprises all states that prohibited
branching by legislation). In addition to this idnle, we include others to control for
conditions that may have influenced the chancetstitigastate passed a moratorium. Thus we
include the percentage of home ownership, the'steteome per capita, its illiteracy rate, its
population destiny, as well as various measuregotaltural and manufacturing wealth.

The results support the hypothesis that farm foseale moratoria were less likely to
be enacted in unit banking states. In virtuallyrg\apecification considered, the higher the
branching legal status index (meaning the moreicése is the branching legislation), the

less likely is the state to pass moratorium legsta

3. Bank Profitability Regressions

To what extent did unit bankers, as opposed tookars, benefit from branching
restrictions? This is a difficult question to adskeWhether unit banks earned rents or not,
their earnings should have been higher. Highereaenings, in the absence of rents, would
reflect the greater risks of operating unit bartke (ack of inter-regional diversification). In
other words, the fact that banks earned more inhariking states could either reflect rents,
or the willingness of borrowers to pay for “creditsurance” by unit banks. In our

regressions, we will measure the extent to whidhhanking produced higher bank earnings,



and try to distinguish between rents and highedigitosts as explanations of these higher
earnings.

A natural way of measuring the extent to whichrerdarriers produced higher
earnings is to regress bank profit margins on Béegmthat capture entry restrictions, along
with control variables that ensure comparabilityoag banking systems in different states.

Table 8 presents the results of these regressidvesmain finding of note is the result
that restrictions on branch banking are assocwaitddmuch larger earnings. Controlling for
a large number of conditions, the presence of iagaestrictions increases national banks’
profitability anywhere from 1.2 to 1.8 percent, deding on the specification. This increase
translates into a 33 to 50 percent increase intpholity.

Although the results from Table 8 indicate thah@ét none of the control variables
included carry substantial explanatory power, important to include them for purposes of
interpreting the branching restriction dummy. Inglegent variables such as population
density and the illiteracy rate are included asytlentrol for market structure and
opportunities among the different states. A highpyation density, for example, may
increase the number of banks serving the regidmarere competition, and thus reduce bank
profitability. Ransom and Sutch (1972) find thditekacy was an important factor that
slowed down Southern banking development. We thegefinclude it to control for this
possibility.

Farm profit relative to farm population is inclutlas another control variable since it
is possible that the profitability of banks may Hetated by the profitability of the

agricultural sector. To control for demand condispwe also included variables measuring



farm capital (or wealth) relative to either farmppiation or total state wealth (wealthier farm
states may demand more banking services, holdimgyinng else constant) as well as
manufacturing variables such as manufacturing abpélative to the state’s wealth, or
manufacturing capital relative to the non farm dapan.

The other variables included are intended to obritr the effects on earnings of
other regulatory factors and/or differences inékegenous competitive environments of the
various states. A higher capital requirement, feareple, works essentially as an entry
barrier, which may increase the rents of banks #natalready established in the regibn.
Both the amount of bank assets per capita and nineuat of bank assets per bank are
included further control for the competitive enviment of the banking sector at the state
level. Lastly, we include regional dummies to cohfor unobserved regional characteristics.

Arguably, the most striking result of Table 8h® large earnings premium branching
restrictions seem to have created for unit bankis premium is certainly consistent with
our model’s prediction that unit bankers enjoyeghlr profitability as a result of enduring
more risk (in supplying the implicit credit insu@n premium to landowners). These
earnings, however, could also have come from mareampoly power that these restrictions
ensured. With the objective of sorting out whichtlodse two stories better explains the unit
bank earnings premium, we turn our attention tobtagic components of the profit margin —

the loan rate earned and the deposit rate'paid.

14 Other entry control variables such as the totadamhof assets per bank or assets per capita nelteled,
but they were not statistically significant, andhmgs more importantly, did not affect the profii&ppremium
in any significant way.

15 Technically, the profit margin should also dependnanagerial costs. While we do not explicitlydrmorate
these costs, we include in the regressions comamidbles such as population density and illitenatg, which
indirectly control for them. For an analysis of hthvese control variables influenced managerialsciosbank



4. Loan rate earnings and deposit rate expenses

Basic economic theory predicts that when a barjysnmonopoly power, it will
charge a loan rate that is above the competititerest rate, and will also pay a deposit rate
that is below the competitive ratedow much higher the monopoly loan rate will depend
the demand elasticity of loans and the extent eftiink’s market power in the loan market.
Similarly, the supply elasticity of deposits ané tank’s market power in the deposit market
will determine how much lower is the monopoly depcate.

Our identifying assumptions for distinguishing teetent to which banks earn
monopoly rents from entry barriers (as opposedighdr loan interest rates to compensate
them for credit insurance) are (1) that depositpuplasticity and loan-demand elasticity are
of similar magnitude, and (2) that if banks enjopnopoly power, then monopoly rents
should be earned both in the deposit market atiteifoan market. In contrast, compensation
for implicit loan costs should only be earned ia than market, and should only be reflected
in loan interest rates.

Tables 9 and 10 present the loan rate and defausitregressions. In both sets of
regressions we control for the same variableswvieatlid in Table 8. The noteworthy finding
is that while branching restrictions seems to ®@ated with a reduction in the deposit rate
(as the monopoly story predicts), the magnitudéhisf effect is relatively small. Depending
on the specification, the branching restriction dwrincreases the loan rate anywhere from

1.1% to 1.5%, whereas it reduces the deposit ra@ 3%, on average. Thus, there is some

profit functions in the post-Bellum era, see Ja(i€g8).



evidence indicating that branching restrictiongdiegion increased the monopoly power for

unit banks. However, the estimated monopoly effacéssmodest at best. Most of the increase
in bank earnings margins is coming from higher loges, an observation which lends some
empirical support to our model.

The small average effect of branching restrictionscompetition by the 1920s likely
reflects the decline in the economic isolationtd tural economy, particularly as the result
of the automobile. Previous work on the competitifects of branch banking (e.g., Evanoff
1988) emphasizes that branch banks improved congmegirimarily in very thinly populated
areas. Branch banks’ ability to open low-overhesaahth offices was likely to exert an
important constraining influence in areas whereyame or two high-overhead-cost unit
banks could have operated if branching were nawatl, but in other areas competition
among unit banks would have similarly limited moalyppower. This logic suggests that
unit banks could only gain some degree of monopolyer in low-population density areas.
We present evidence that supports that view in€ afl

Specifically, we examine the number of bank fée# at the county level in a
“matched sample” of two states that were similami@ny respects, but differed in their bank
entry laws: Virginia (which allowed branch bankirag)d West Virginia (which did not).To
test the hypothesis that unit banks only enjoyediapoly power in thinly populated areas,
we regress the total number of banks per countgemeral control variables, as well as the

bank branching restriction indicator variable (dqt@ 1 if the county permitted bank

16 See, for example, Klein (1971) and Monti (1972).
" These two states were chosen since they wereasimimost respects, except for different branching
legislation.



branching, 0 otherwise), the county’'s populatiomd aon interaction effects between
population quartiles and the bank branching vagiabl

Regardless of the specification considered, tha fiading is that permitting bank
branching increased the number of bank facilitiely an counties with a population level in
the first quartile (having 11,500 people or les#nce, to the extent that monopoly rents in
unit banking states were a source of bank prafégppears to only have been a factor in these
thinly populated markets. These findings are cdesiswith the earlier results, which
indicate that bank monopoly power can only accdan&a modest increase in the unit bank

earnings premiurtf.

IV. Conclusions

We develop a model to show why some bank borrottrsse who own immobile
factors of production), in high net worth statestbé& world, would find unit banking
attractive. In particular, we argue that the urank earnings premium could represent a
payment for the implicit cost of providing creditsurance to these borrowers.

We find empirical evidence of a substantial upaink earnings premium. Branch
banking restrictions increased banks’ earningssbynach as 50%. The unit bank premium is
robust to the inclusion of a large array of vamabthat control for demand conditions,
different regulatory environment, and even the stdal structure of the banking sector in the

state. We also find that the premium does not dedpe the result of more monopoly power.

18 As an extension of this analysis, we includechimbank profit margin regressions the fractiorhef $tate
population that lived in thinly populated count{égving 12,000 habitants or less). This variable wa
statistically insignificant in all of the specifitans we tested.



Loan customers who were more likely to benefibfrentry barriers (farm landowners
and homeowners in high-wealth states of the wosldde in fact associated geographically
with the political preference for unit banking. Wiiled that the probability of a state having
branching restrictions increases with farm weadtind with the proportion of the population
that had home mortgages, and declines with the ritapoe of manufacturing (large-scale
borrowers with mobile factors of production thabshl have opposed unit banking).

The value to landowners of implicit credit insuranfrom entry barriers is
corroborated by analyzing the determinants of faoraclosure legislation in the early 1930s.
We show that states with legal prohibition of bfam@nking were less likely to have passed
foreclosure legislation, which was a substitutetfa credit insurance provided by branching
limits.

Although we have argued that branching restristiavere beneficial to certain
segments of the population, we emphasize thateas e¢wt follow that branching restrictions
were beneficial to society as a whole. Calomiri30@ reviews in detail all of the reasons to
believe that branching restrictions were highly ialbe costly from the standpoint of
macroeconomic growth and stability. Our point hattin states where a critical mass of
borrowers existed that supported these entry bayiileey were able to successfully lobby for
unit banking. Our interpretation shifts attenteway from unit bankers as the prime special
interest group to support unit banking, and focuisstead on certain bank borrowers.

Some implications from our empirical findings aedevant to today’s global wave of
mergers and consolidation in the banking indugdgspite the fact that branching is superior

to unit banking on macroeconomic growth and stgbijrounds, it is likely that some



emerging market countries will continue to oppos&yeby foreign banks, perhaps at the
behest of domestic borrowers that own immobilediscbf production. As in Mexico and
other countries, shocks that reduce the wealthisfdiass of borrowers is likely to produce a

window of opportunity for foreign bank entry, whishould be seized by reformers.



Table 3
Legal Status of Branch Banking, 1924
Legal Status 1 Legal Status 2 Legal Status 3 L8tHUs 4
State-wide Limited Branching Judicial or Branching
Branching Permitted Administrative Prohibited by State
Permitted Prohibition Law
Arizona Louisiana lowa Alabama
California Maine Kansas Arkansas
Delaware Massachusetts Montana Colorado
Georgia New York Nebraska Connecticut
Maryland Ohio New Hampshire Florida
North Carolina Mississippi New Jersey Idaho
Rhode Island Pennsylvania North Dakota lllinois
South Carolina Kentucky Oklahoma Indiana
Tennessee Michigan South Dakota Minnesota
Virginia Vermont Missouri
West Virginia Nevada
Wyoming New Mexico
Oregon
Texas
Utah
Washington
Wisconsin

Source: Eugene White (1983), Table 3.5, page 158.



Table 4
Summary Statistics

\Variable Mean Std. Dev. Min Max
Farm Wealth/Farm Pop 2,855 2,019 517 8,655
Manuf Wealth/Non-Farm Pgp 0.18 0.08 0.02 0.36
% HH Owners with Mortg 0.17 0.07 0.06 0.32
Income per capita 500 177 207 921
Population increase 0.16 0.13 (0.05) 0.64
Population (in Mill.) 2.19 2.11 0.08 10.40
llliteracy rate 0.05 0.04 0.01 0.17
Population Density 7.33 5.23 0.84 23.80
Agricultural Income/Farm Pop 0.08 0.07 0.01 0.39
Manuf Wealth/Total Wealth 0.04 0.03 0.00 0.11
Bank Assets (in Mill.) 1.29 2.63 0.04 17.00
Number of Banks 604 505 35 1,909

Variables are defined as follows: “Farm Wealth/Fdap” is the sum of the 1920 value of farm landmféuildings, farm
machinery and equipment, plus farm livestock, alldiéd by farm population in 1920. “Manf. Wealth/Né&arm Pop” is
total assets in manufacturing divided by non farapyation in 1920. “%HH owners with mortgage” isstmumber
homeowners who had mortgages on their homes dibgidtle total number of households. “Income peitaajs the 1921
level of income per capita as estimated by LevedR%). “Population increase” is the percentage chaingthe state
population from 1920 to 1930. “Population” is thtate population level in 1920. “llliteracy rate”tise number of people
10 years of age or older who are illiterate divided the state’s population. “Population Density”tie 1920 state
population level divided by the number of squaréemin the state. “Agricultural Income/Farm Pop'thie 1921 level of
agricultural employment income divided by farm plgpion. “Manuf Wealth/Total Wealth” is total assétsmanufacturing
divided by total wealth in the state. “Bank Assétsthe total amount of bank assets in the state.



Table 5

Probit Results

@) (b) © (d)
Farm Wealth/Farm Pop 0.0007 0.0005
(0.0003) (0.0003)
[0.004] [0.099]
___________________________________ 09065 L .____03031_
% HH owners with mortgages 11.1338 15.6687
(4.0766) (6.5264)
[0.006] [0.016]
e L___.08828 L ..____.0721 _______
Manf. Capital/Non Farm Pop -6.3947 -5.6378
(2.9601) (4.2489)

[0.031] [0.185]
____________________________________________________________________________________ 0ATTO o ___________02213________
Income per capita -0.0031 -0.0010 0.0024 -0.0038

(0.0019) (0.0013) (0.0015) (0.0032)

[0.102] [0.442] [0.118] [0.237]
___________________________________ 0839 ... 0218 _______________ 0912 ________________ 045 _____.
Population -2.76x10 -2.32x107 -2.32x107 -2.99x107

(1.56x107) (1.14x10") (1.13x10") (1.69x10")

[0.078] [0.043] [0.040] [0.077]
___________________________________ 0.2760 . ____________ 0757 ________________ 01967 __________ . _______-01366_______
Population growth -2.0708 -1.1283 -1.2517 -2.0688

(1.9118) (1.7277) (1.6683) (2.0169)
[0.279] [0.511] [0.453] [0.305]
___________________________________ 01464 ___________ 00604 ______________ 00748 _________ ... _ 00667 ______
Constant 0.9950 -0.2769 0.9684 0.6015
(0.7469) (0.6978) (0.6335) (0.8425)
[0.183] [0.691] [0.126] [0.475]
Chin2 Statistic 19.53 14.30 10.30 26.76
Prob > Chi"2 0.0006 0.0064 0.0357 0.0002
Pseudo R"2 0.303 0.222 0.159 0.415
Log Likelihood -22.458 -25.074 -27.074 -18.84

The dependent variable equals 1 if branching wakipited by state law or by administrative or judigrohibition. It is equal to zero otherwise. Timelependent variables are defined as
follows: “Farm Wealth/Farm Population” is the suifrttoe 1920 value of farm land, farm buildings, famachinery and equipment, plus farm livestockdallded by farm population in 1920.
“Income per capita”is the 1920 level of income papita as estimated by Leven (1925). “Populatierthe population level in 1920. “Population growit'the percentage change in the state
population from 1920 to 1930. “%HH owners with ngage” is the number home owners who had mortgagdakeir homes divided by the total number of hootdh “Manf. Capital/Non
Farm Population” is total assets in manufacturinddeéd by non farm population in 1920. Standardesrare included in parenthesis under each caafticSignificance levels are included in

brackets. The implied elasticities are includedatics, under the significance levels.



Table 6
Ordered Probit Results
@) (b) © (d)
Farm Wealth/Farm Pop 0.0001 -0.0001
(0.0001) (0.00001)
___________________________________ (0.089] ... 0652 .
% HH owners with mortgages 5.7717 7.0779
(2.6843) (3.2335)
oI008 ... 00291
Manf. Capital/Non Farm Pop -4.4831 -5.6039
(2.2904) (2.7913)
____________________________________________________________________________________ e.osop ___________________[0045] _______.
Income per capita 0.0001 0.0000 0.0018 0.0015
(0.0010) (0.0010) (0.0012) (0.0014)
___________________________________ o0 __________________Joge4a __ _______________ [z _ _______________[0262] .
Population -4.70x10 -5.46x108 -5.81x1C8 -4.35x1C8
(7.96x16°) (7.79x10°) (7.93x10°) (7.97x10°)
___________________________________ (0555) . __________Jo483L___________________[o4e4 __________________[0885] _______
Population growth -1.1326 -1.4623 -1.2639 -1.7178
(1.3347) (1.3637) (1.3487) (1.3799)
[0.396] [0.284] [0.349] [0.213]
Chin2 Statistic 4.24 6.00 5.22 10.81
Prob > Chi"2 0.3748 0.1993 0.265 0.095
Pseudo R"2 0.033 0.046 0.040 0.083
Log Likelihood -62.91 -62.034 -62.423 -59.63

Dependent Variable: Legal Status of Branching asTable 3 (O=state-wide branching allowed; 1=limiteranching permitted; 2= judicial or administratiprohibition; 3 = branching
prohibited by state law). The independent variables defined as follows: “Farm Wealth/Farm Popolatiis the sum of the 1920 value of farm land, faymildings, farm machinery and
equipment, plus farm livestock, all divided by fapmpulation in 1920. “Income per capita” is the @98vel of income per capita as estimated by L&1&25). “Population” is the population
level in 1920. “Population growth” is the percergathange in the state population from 1920 to 198#H owners with mortgage” is the number home omngho had mortgages on their
homes divided by the total number of householdsariMCapital/Non Farm Population” is total assatsianufacturing divided by non farm population 820. Standard errors are included in

parenthesis under each coefficient. Significaneel$eare included in brackets.



Table 7
Moratorium Legislation Probit Results
@) (b) © (d) (e) () ()]
Constant -3.505 -2.495 -2.275 -2.261 -2.714 2.301 3.920
(-1.561) (-1.308) (-1.226) (-1.226) (-1.597) (®)2 (-1.989)
R I [0.119] ____ (0.191] ____ (0.220] ____ [0.220] ____ [0.110] ____ (0.034] ___ 7] _.
Branching Legal Status -0.389 -0.392 -0.411 -0.410 -0.405 -0.306
(-1.818) (-1.870) (-1.969) (-1.966) (-1.914) an
_____________________ [0.069]_____[0.060] ____[0.049] ____[0.049] ____[0.086] ____[0112] _________.
% Household Ownership 24.822 23.145 23.321 23.360 3.173 21.317
(2.526) (2.655) (2.803) (2.800) (2.856) (2.465)
R [0.012] ____ (0.008]  ____ 0.005] ____ [0.005] ____ 0.004] _____________| [0.014] |
Income per capita 0.0002 -0.001 -0.0007 -0.006 00a@8 0.00009
(0.131) (-0.847) (-0.607) (-0.647) (-0.943) (®@d5
_____________________ [0.896) ____[0.397)_ ____[0.544] ____[0512] _____________[0:346] ____[[0.953]
llliteracy Rate 27.501 23.047 22.564 22.478 24.887 -5.893 25.938
(2.054) (2.938) (1.935) (2.941) (2.247) (-0.984) 2.147)
S I [0.040] ____ (0.053] ____ 0.053] ____ [0.052] ____ 0.025] ____ [0.325] ____M@82]
Population Density -0.149 -0.154 -0.126 -0.128 4a0.1 -0.076 -0.146
(-1.854) (-2.087) (-1.989) (-2.225) (-2.736) (asy (-2.094)
R A [0.064] ____[0.037]_____[0.047]_____[0.026] ____[0.006] ____[0.132] ____.[B6]__.
Ag Emp Inc/Farm Pop -8.887 -4.790
(-1.015) (-0.702)
R I 0310) .. [0.483] _,
Farm Wealth/Farm Pop 1.279 0.110 0.083
(0.710) (0.091) (0.069)
_____________________ [(0.478)_____[0.927] ____[0.945] __________ ...
Manuf. K/ Non Farm Pop 2.450 3.294 3.440
(0.595) (0.807) (0.854)
[0.552] [0.420] [0.393]
Chin2 Statistic 20.38 19.31 18.65 18.64 18.22 6.71 16.25
Prob > Chi*2 0.0090 0.0073 0.0048 0.0022 0.0011 52.1 0.0125
Pseudo R"2 0.307 0.291 0.281 0.281 0.274 0.101 40.24
Log Likelihood -23.03 -23.58 -23.91 -23.91 -24.12 29.87 -25.11

Dependent Variable: 1 if state adopts legislatipri®32, 0 otherwise. Source: Alston (1984). Theepehdent variables are defined as follows: “Bramghiegal Status” as per Table 3 (O=state-
wide branching allowed; 1=limited branching pergtt 2= judicial or administrative prohibition; 3branching prohibited by state law). “%Household evghip” is the number home owners
who had mortgages on their homes divided by tha tmimber of households. “Income per capita” is1B20 level of income per capita as estimated byehg1925). “llliteracy rate” is the
number of people 10 years of age or older wholkterate divided by the state’s population. “Pagtidn Density” is the 1920 state population leviglded by the number of square miles in the
state. “Ag Emp Income/Farm Pop” is the 1921 levfehgricultural employment income divided by farmpptation. “Farm Wealth/Farm Pop” is the sum of 1820 value of farm land, farm
buildings, farm machinery and equipment, plus féimstock, all divided by farm population in 19204anuf. K/Non Farm Population” is total assets immafacturing divided by non farm
population in 1920. Standard errors are includeghirenthesis under each coefficient. Significaewels are included in brackets.
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Table 8: Reqgression Results on Profit Margins of N@nal Banks

@ (b) (© (d) (e) ® @ (h) @) 0 (k) o (m)
Constant 0.0 0.03G¢ 0.03¢ 0.027 0.05F 0.029 0.028 0.024 0.021 0.044  0.033 0.032 0.028
(8.272)  (5.520) (3.200) (2.767) (3.084) (2.471) .082) (1.570) (1.561) (2.433) (3.001) (3.222) (3P2
No Branch Allowed 0.03 0.012 0.018 0.018 0.017 0.018 0.018 0.017 0.018 0.018 0.017 0.018 0.018
(2.436)  (2.008) (2.326) (2.674) (2.479) (2.578) .2(®) (2.326) (2.450) (2.611) (2.326) (2.322) (Zp8
Pop Density -0.0003  -0.0002  -0.0005 -0.0007  -04000 -0.0002 0.0003 -0.0002 -0.0007 -0.0001 0.001 0.00
(-0.599) (-0.359) (-0.893) (-0.864) (-0.518) BIV) (0.389) (-0.310) (-0.818)  (-0.231) (0.138) 94RB)
llliteracy Rate 0.093 0.118 0.084 0.112 0.108 78.0 0.139 0.109 0.085 0.107 0.095
(1.163) (1.501) (1.052) (1.363) (1.208) (0.664) (1.535) (1.326) (1.037) (1.265) (0.838)
Farm Prof/Farm Pop 0.024 0.02%
(1.861) (1.850)
Farm K/Farm Pop 0.004 -0.003 0.004
(0.363) (-0.199) (0.393)
Farm K/ Tot. Wealth -0.387 -0.302
(-1.640) (-1.364)
Man. K/Tot. Wealth -0.104 -0.066
(-0.534) (-0.334)
Man. K/NonFar Pop -0.015 0.009 0.037 0.013
(-0.307) (0.190) (0.693) (0.270)
Capital Requirement 0.009 0.007
(1.561) (1.169)
Bank Assets per cap. -0.022
(-0.384)
Bank Assets per bank -2.47%10 -3.19x1¢°
b e (0549)  (-0.688)
_Reg Dummies Incl? _| __ No_ ____| No ____T No ____No _____No ____ No_ _____ No______ ves _____ No_____._ No ____| No___No_______ Yes __.
Adj. R"2 0.095 0.082 0.089 0.138 0.104 0.119 0.151 0.043 0.193 0.111 0.071 0.074 0.066
F-Statistic 5.93 3.11 2.54 2.88 2.09 2.27 1.49 1.26 1.64 1.98 1.90 1.95 1.47
Prob > F 0.018 0.055 0.069 0.034 0.086 0.065 0.212 0.290 0.161 0.090 0.127 0.119 0.205

Dependent Variable: Profit margin of National Bankrofit margin” is defined as interest earningsloans and discounts divided by the total amotindans and discounts minus
interest expenditures on deposits divided by tie ®mount of deposits. “No Branch Allowed” is antlay variable equal to 1 if the state explicitly pitited branch banking or had a
judicial or administrative prohibition. It is equtal O otherwise. “Pop Density” is defined as thease root of the state population in 1920 dividgdHe area of the state. “llliteracy rate”
is the number of people 10 years of age or older are illiterate divided by the state’s populatitiiarm Prof/Farm Pop” is defined as the total ani@frgross farm income in 1921
divided by the farm population in the state. “M#&d#Tot. Wealth” is defined as the state’s total amoof manufacturing machinery, tools, and implemsativided by the state’s total
wealth. These figures are for 1922. “Farm K/Farmp'He defined as the state’s amount of farm impletse@nd machinery plus livestock divided by farnpyation in the state. “Farm
K/Tot. Wealth” is defined as the state’s amountani implements and machinery plus livestock didithy the state’s total wealth. These figures ard 822. “Reg Dummies Include?”
stands for Regional Dummies Included in the regoe&s‘Capital Requirement” is a dummy variable ddadl if the state required a minimum capital 8000 or more per bank, and
0 otherwise. t-statistics are included in parenthéB > |0.05|, indicated by a; P > |0.10|, ingiddy b).



Table 9: Regression Results on Loan Rates of NatiahBanks

© (d) (e) ® @) (h) @

(k) o (m)

Constant

0.057 0054 0070 0058 0.055% 0.05F 005F  0.063
(6.956) (6.515)  (4.758)  (5.798) .900)  (4.013)  (4.325)  (3.979)

No Branch Allowed

0.013 0015 0.014 0014 0013 0014 0014  0.015
(2.282)  (2.578)  (2.240)  (2.447) .182) (2.259) (2.322)  (2.381)

Pop Density

0.000-0.0004 -0.0003  -0.00020.0001  0.0005  -0.0001  -0.0003
(-0.429)  (-0.902) (-0.429) (-0.323) (01) (0.645)  (-0.091) (-0.379)

llliteracy Rate

0.055 0.074 0.047 0.063 0.064  4R.0  0.089 0.070
(0.810)  (1.104)  (0.695)  (0.902)  (0.849)  (0.456) (1.167)  (0.993)

Farm Prof/Farm Pop

Farm K/Farm Pop

Farm K/ Tot. Wealth

Man. K/Tot. Wealth

Man. K/NonFar Pop

Capital Requirement

Bank Assets per cap.

0.059 0.058 0.053
(6.359) (6.979) (453
0.014 0.013 0.013
(2.305) (2.296) (PB2
-0.0001 0.0002 0.001
(-0.276)  (0.294) 203)
0.047 0.072 0.070
(0.680) (1.023) (0.751)
-0.022
(-0.462)

Bank Assets per bank

Adjusted R
F-Statistic
Prob > F

0.018 0.02¢
(1.667) (1.770)
0.005 -0.003 0.005
(0.539) (-0.263) (0.570)
-0.188 -0.139
(-1.004) (-0.731)
-0.106 -0.071
(-0.627) (-0.420)
-0.027 -0.007 0.016 -0.005
(-0.646) (-0.186) (0.354) (-0.113)
0.007
(1.415) (1.213)
No No No No No Yes No

“3.19%10 -4.08x10P
(-0.842) (-1.069)

0.091 0.126 0.071 0.114 0.055 0.070 770.0 0.082
2.57 2.70 1.72 221 1.54 144 1.65 1.70
0.149 0.043 0.150 0.070 0.196 0.229 0.157 0.146

No No Yes
0.074 0.085 0.114
1.95 2.09 1.87
0.120 0.098 0.100

Dependent Variable: Loan rate of National Banksodh rate” is defined as interest earnings on |l@tsdiscounts divided by the total amount of loand discounts. “No Branch
Allowed” is a dummy variable equal to 1 if the staxplicitly prohibited branch banking or had aigiml or administrative prohibition. It is equal ®otherwise. “Pop Density” is
defined as the square root of the state populatid®20 divided by the area of the state. “llligraate” is the number of people 10 years of agelder who are illiterate divided by the
state’s population. “Farm Prof/Farm Pop” is defirsedthe total amount of gross farm income in 192itield by the farm population in the state. “ManTit. Wealth” is defined as the
state’s total amount of manufacturing machinerglgoand implements divided by the state’s totadltie These figures are for 1922. “Farm K/Farm Pigplefined as the state’s amount
of farm implements and machinery plus livestockdid by farm population in the state. “Farm K/Tatealth” is defined as the state’s amount of farmlements and machinery plus
livestock divided by the state’s total wealth. Tdhdigures are for 1922. “Reg Dummies Include?” dtafor Regional Dummies Included in the regressit@epital Requirement” is a
dummy variable equal to 1 if the state requiredirimum capital of $50,000 or more per bank, andl@Ewise. t-statistics are included in parenthg$ls> |0.05|, indicated by a; P >

|0.10], indicated by b).



Table 10: Regression Results on Deposit Rates oftidmal Banks

@ (b) (© (d) (e) ® @ (h) @) 0 (k) o (m)
Constant 0.023  0.023 0.028 0.027 0.017 0.029 0.028 0.027 0.02¢ 0.018 0.028 0.028 0.028
(23.74)  (14.14) (12.11) (12.65) (5.414) (11.28) .68B) (8.123) (9.677) (5.231) (10.70) (12.01) (2p5
No Branch Allowed -0.001 -0.001 -0.003 -0.003 -0.003 -0.003 -0.003 -0.003 -0.003 -0.004 -0.002 -0.002 -0.002
(-1.06) (-0.815) (-1.792) (-2.168) (-2.927) (-2630 (-2.088) (-2.017) (-2.244) (-2.965) (-1.707) .[a2) (-1.663)
Pop Density 0.000 -0.000 0.000 0.0805 0.0002 0.0002 0.0001 0.0001 0.0804 -0.000 0.000 0.000
(0.402) (-0.020) (0.562) (2.641) (1.120) (1.080) (0.682) (2.077) (2.593) (-0.010) (0.499) (0.544)
llliteracy Rate -0.038  -0.044 -0.036 -0.04% -0.044 -0.031 -0.049  -0.038 -0.038 -0.03%4 -0.025
(-2.158)  (-2.546) (-2.414) (-2.748) (-2.286) .pa4) (-2.526) (-2.487) (-2.086) (-1.828) (-0.968)
Farm Prof/Farm Pop -0.006 -0.004
(-2.005) (-1.616)
Farm K/Farm Pop 0.001 -0.000 0.001
(0.430) (-0.094) (0.411)
Farm K/ Tot. Wealth 0.189 0.163
(4.134) (3.875)
Man. K/Tot. Wealth -0.001 -0.005
(-0.035) (-0.144)
Man. K/NonFar Pop -0.012 -0.017 -0.622 -0.01&
(-1.109) (-1.613) (-1.819) (-1.686)
Capital Requirement -0.002 -0.001
(-1.235)  (-0.659)
Bank Assets per cap. -0.000
(-0.029)
Bank Assets per bank -7.20%10 -8.97x10’
b e (0.725)  (0.857)
_Reg Dummies Incl? | No_ ____| No ____I No ____No _____No ____ No_ _____ No______ ves _____ No______ No_ ____| No___No_______ Yes .
Adjusted R 0.003 -0.016 0.060 0.121 0.337 0.125 0.075 0.035 .08M 0.328 0.038 0.050 -0.003
F-Statistic 1.12 0.63 2.01 2.61 5.78 2.35 1.76 121 1.74 4.83 1.47 1.62 0.98
Prob > F 0.300 0.537 0.127 0.048 0.000 0.057 0.142 0.317 0.136 0.001 0.228 0.186 0.457

Dependent Variable: Deposit rate of National Barikeposit rates” is defined as interest expend#we deposits divided by the total amount of daposNo Branch Allowed” is a

dummy variable equal

to 1 if the state explicithplpibited branch banking or had a judicial or adstnative prohibition. It is equal to 0 otherwisBop Density” is defined as the square

root of the state population in 1920 divided by &nea of the state. “llliteracy rate” is the numbépeople 10 years of age or older who are iliterdivided by the state’s population.
“Farm Prof/Farm Pop” is defined as the total amafrgross farm income in 1921 divided by the fampglation in the state. “Man. K/Tot. Wealth” is ohefd as the state’s total amount
of manufacturing machinery, tools, and implemeixgldd by the state’s total wealth. These figunesfar 1922. “Farm K/Farm Pop” is defined as ttetess amount of farm implements
and machinery plus livestock divided by farm pogiolain the state. “Farm K/Tot. Wealth” is definad the state’s amount of farm implements and machiplus livestock divided by
the state’s total wealth. These figures are for2l9Reg Dummies Include?” stands for Regional Dussrincluded in the regression? “Capital Requirefrisra dummy variable equal
to 1 if the state required a minimum capital of 8@ or more per bank, and 0 otherwise. t-stasistie included in parenthesis. (P > |0.05|, indithy a; P > |0.10|, indicated by b).



Table 11
Banking Services at the County Level
(@) (b) (©) (d) (e) ®
Constant -56.77 -56.6% -55.18 -55.173 -56.04 -55.84
(-13.009) (-12.91) (-12.42) (-12.491) (-12.687) 12:661)
" Branching Permitted | 0391 0215 0670 0.664 0207 .32D
(0.506) (0.279) (0.851) (0.873) (0.288) (0.457)
" Log(County Population) | 6.319 6.218 | 6.178 6172 6.2206 6.248
(14.52) (14.346) (13.923) (14.033) (14.062) (14)16
" 1%tpop quart*Branch |  3.073 29472 2612 2618 2458 2173
(2.840) (2.714) (2.383) (2.392) (2.236) (2.058)
"~ 2¥pop quart*Branch |  -0.135  -0.172 - 0226 0227 503  -0.507
(-0.154) (-0.197) (-0.253) (-0.254) (-0.392) (-m8%
" 3dpop quart*Branch | -0.440  -0.496 - -0.608 -0.608 ¢ 085  -0.603
(-0.547) (-0.614) (-0.739) (-0.742) (-0.617) (-B8Y
" CountyArea | 0001 0002 0001 0.001 0001
(0.950) (1.407) (1.034) (1.090) (0.942)
" lliteracy Rate in County | -8.482  -6.258 -8.087 -8o3¢ T
(-1.760) (-1.348) (-1.642) (-1.725)
" Prop. Farms with Mort, |7 9.462 TT 76305 T T T T T T I T s
(2.937) (2.413)
" Piop of Homes with Mort| ™ "Z10.g52 ~ 7T TTTTT T gags T T T T T T T
(-1.654) (-0.033)
F-Statistic 47.80 52.80 50.08 57.62 65.85 78.90
Prob > F 0.000 0.000 0.000 0.000 0.000 0.000
Adjusted R 0.732 0.729 0.718 0.733 0.716 0.717
Num. Of Observations 154 154 154 154 154 154

Dependent variable: Total number of banks in thentp SourcePolk’s Bankers Encyclopediéndependent variables are defined as followsat®hing Permitted” equals 1 if the county was
located in the branching-permitting state, O otlisew“Log (County Population)” is the logarithm thfe population in the county as reported in thesen“F pop quart. *Branch” is the
interaction of the “Branching Permitted” indicateariable and the population in counties in thet fipgartile of the distribution. “® pop quart. *Branch” is the interaction of the “Bching
Permitted” indicator variable and the populatiorcaunties in the second quartile of the distributit8™ pop quart. *Branch” is the interaction of the “Bching Permitted” indicator variable
and the population in counties in the third quantif the distribution. “County Area” is in squardes. “llliteracy rate in the county” is the numbafilliterate people in the county relative to the



county’s total population. “Prop. Farms with Moris’the proportion of farm owners who have mortgagerop of Homes with Mort” is the proportion abineowners who have mortgages. t-
statistics are included in parenthesis. Signifiedesels: “a”: p<|0.05|; “b™: p<|0.10|.



Appendix

1. Proof thati™ <i™* <iy™?_under Case 1:

First, note that™* <i™? if:

RC—(1+r)C< pR,—(1+r)C
X-C p(X-C)

= pR.-p(+r)C<pR -(1+r)C

= p(R-R)-(1- p)(L+r)C>0

- switck + max1

andi, " <i, o if:

R-pR _R-(1+r)C
1-p)(X-C)  X-C

=R -pR<(-p)(R-[+r))

= p(R-R)-(1- P)C(L+1)>0

Case 2 can be analogously derived.

Q.E.D.



2. Proof of Lemma 1 (identification of*):

Consider first the case whéh< C’. The bank’s expected gross returns from invesiing

max1
K a

rater, and lending at raté§"", andi re:

o, =(@+r)
p - — (1 +i kswitch)
,oikmm(a) = (a +(1-a) p)(1+ e 1)

To establish the proposition, we must show thatetieo* > 0, such that foa 1> a*,

,oikmm(amz a )> P swien andpikmm(alaz a )> o, . This is clearly true foa = 1, since

- switct

i <™ for C < C’, and since <i/™ (becauseR_ = (1+r)X). To establish the

existence obi* it is enough to notice thad?i'kmaxl(a)> 0, because this implies that the bank’s

ax1

return from lending at ratg" decreases as declines.

Consider next the case whér> C' . In this case, the bank’s expected gross returms fro

» maxl

investing at rate, and lending at raté§""* , andi™" are:
o, =(@+r)

,Oikswitch = O

IOi max,1 = (1+ ilznaX’l)

- max1

Note that for ang, r <i"™* sinceR_ > (1+r)X. Also, for anyn, it is trivially true thatp, ne

> 0.

Q.E.D.



3. Proof of Proposition 1

Proposition 1 establishes that for> a*, ,Oikmaxl(alaz a*)> Py and,oikmm(alaz a*)> 0. .

low low

Hence, we need to show that o< C™, p, > Pigwten and thatfolC>C™, p, < P guen

whereC" is defined as:

low _ ~* (Rc \\
CrEC Y

If C<C"™, then
. (R
C<C Kﬁ X)
P YR-RY (R )
3C<[1_p)k 1er )y %

- (ﬂj <(L+)

- PX-0)

low

An analogous derivation would obtain for t8e> C™ case.

P, > Pyazholds for anyC sincepR 2 (L+r)X.

Q.E.D.



4. Proof of Proposition 4

1.C,<C,<C
Under this collateral order, Proposition 3 esteimﬂi?sthat;oilmax1 > Pt > ;- Although loans in

Region 1 offer the highest expected return to @rekbthis return is risky because Type B
borrowers will choose to do Type 2 projects. Inwgstn loans in Region 2 is also risky for
the same reason. However, it is possible to fifwha portfolio combination of the two
regions that eliminates all risk since outcome$ygfe 2 projects are perfectly negatively
correlated across regions. Thus, it is possibfentba loan portfolio that, from a risk-return
perspective, strictly dominates investment in gowent bonds. According to Tobin’s (1958)
optimal portfolio allocation model, a risk-aversaich bank will select a portfolio that

invests some of its assets in Region 1 and sorRegon 2.

2.C,<C'<C,:

According to Proposition 3, the branch bank’s loatarn is highest in Region 1. Since
C,=C’, Type B borrowers in this region will choose toTigpe 1 projects only (as Corollary
1 establishes). Thus, investing in loans in Redioriskless. Hence, this investment

alternative dominates all other risk-return combaorss available to the branch bank.

3.C <C,<C,:
According to Proposition 3, the branch bank’s loatarn is highest in Region 1. Since
C,=C’, Type B borrowers in this region will choose toTigpe 1 projects only (as Corollary

1 establishes). Thus, investing in loans in Rediogriskless. Hence, this investment



alternative dominates all other risk-return combaorss available to the branch bank.

Q.ED
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